Release This!
Tools for a smooth release cycle
Frank Compagner, Guerrilla Games - Sony Computer Entertainment
Abstract
Over the past years we have developed a novel strategy for managing our release branches that, with the aid of some well thought out tools, has transformed our release process. This used to be a very chaotic affair, with long periods of confusion and uncertainty alternating with short intervals of blind panic. Most of our problems seemed to be caused by insufficient information on the part of the people supposedly in charge of the release, and an inability to effectively control change on the release branch. To fix both these problems we created ReleaseManager, a web-app that gave all developers and producers complete information on the state of the release branch, and ReleaseTool, which gave the build team complete control over what went into every deliverable.
Background
Most of our products take several years to develop. The final year of production will typically see a good number (~10, last time) of, often overlapping, partial releases, culminating in a final shippable product after a long and intense release phase. A release branch was created for each of these deliverables, as usual. On previous projects, we ended up with most developers fixing bugs directly on the release branch (which would then be integrated back to the main branch). We found this to be lacking in a number of ways:
· Our projects have a head revision of about 300GB, with about 10GB of change per week on the main branch. Most developers have about 500GB worth of (very fast) local disk space. This makes switching branches a pretty expensive process, often taking most of a workday. 
· As most developers ended up working directly on the release branch, and the final product is far too big and complicated to be tested properly before each submit, the release branch was often broken in subtle and entirely surprising ways. 
· Producers in charge of a release had a lot of trouble determining which change had made it into what build on which branch. This resulted in mailing round questions about a lot of changelist numbers, doing many manual diffs to try to answer these inquiries, and a general air of confusion about the actual state of the release branches.
Because of this, we often found it easier to just let people continue working on the main branch, and only integrate their work to the release branch under complete control of the build team. At first this process was managed by manually keeping track of the status of all changes through mail and wiki pages, but this did not scale well. In fact, we found it almost impossible to maintain for more than a week or so, at which point it became very hard to figure out which change had made it onto which branch (especially problematic during times when we needed to support 4 simultaneous release branches).
Still, this allowed us to set up a release cycle as follows: at the beginning of the week, we would do a complete re-synchronization (or ‘copy up’) of the main branch to the release branch. The result of this then gets tested by our internal QA department, any problems found would be fixed on the main branch and integrated onto the release branch, where the fix would be verified. This normally would enable us to deliver a fairly high quality build at the end of every week, which would then go on to more stringent external testing. Several weeks before the final delivery of the release we would stop the copy up’s from the main branch, and spent the rest of the time ironing out the last remaining problems:
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This worked reasonably well as long as we restricted ourselves to just fixing the highest priority bugs, but it did not scale well to more complex releases where we could tolerate less problems in the final product. It was simply not possible to keep track of the status of all needed changes, and the inevitable divergence between main and release branch meant that after a week or two we stated to see lots of conflicts in the integration results, often making it next to impossible to get certain changes on to the release branch.
ReleaseManager
It became clear that if we wanted to continue in this way we would need better tools to manage the process. The central idea of our approach is that developers only ever need to interact with the main branch; responsibility for getting their changes onto any release branches is delegated to the build team. This simplifies things enormously for the developers, and everybody benefits from the clear separation of responsibilities. On the other hand, it does place a heavy burden on the build team, and it isn’t as easy any more for the developers to find out what happened to their changes (which branch are they on now, which build has them?).
As an important part of the problem was the lack of visibility of change status to everybody in the company, we quickly settled on a web-app that allowed all developers to easily see the status of all changes.  The organizing principle of the ReleaseManager web-app is lists of changes submitted on the main branch. Any of these changes can be requested for release to any of a number of release branches. If the request is approved and the change is integrated, this will be clearly visible as a property of the original change on the main branch.
The ReleaseManager user interface is split in a number of tabs; the first tab with list all changes for a selected user, while for every active release branch there will be two tabs, with a list of requested (pending) changes, and a list of released changes.
User changes
As can be seen in the screenshot below, the User Changes tab lists the changes of the selected user. For every change it lists the essential details, and for every active release branch it shows the status of the change on that branch. In the example below, the first change is not (yet) on any branch, the second one is released on both Release and Demo branches, though so-far only on the Release branch has a build (nr. 395) been made that includes this change. Integration of the fourth change to the Release branch (but not to the Demo branch) has been requested, and approval is currently pending. Note that the changes are presented in the order in which they were originally submitted on the main branch (with the oldest at the bottom), but that this does not necessarily correspond with the order in which they were integrated onto any release branch. Below, for instance, the 5th change is already present in build 376 of the Release branch, while the older 7th change only first appeared in build 386.
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The changelist number in the first column is actually a hyperlink that opens up the change detail overlay below. Among other things, this contains a full list of all files in the change, each of which is a link to the p4web diff page that shows exactly what changed. It also has a comment field that can be used to discuss the change. Comments can be edited by anybody without logging in.
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Pending changes:
The pending changes tab gives, for every release branch, an overview of changes that have been requested for release, but have not yet been integrated. In this tab, members of the build team are allowed (after logging in) to approve or deny changes, and assign them a priority:
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[image: ]This tab will also show dependencies between changes. As soon as a change is requested for release, ReleaseManager will have a good look at the revision graphs for all files in that change. If it finds any previous revisions that haven’t yet been integrated, it will show a list of all changes that are needed to get the complete history of all files integrated onto the branch. Each of these changes is color coded to show where they are relative to the change in question. It is up to the build team to decide whether to try to integrate the full history of all files, but at least when they run into resolve conflicts, they have had a fair warning. Dependencies are categorized as follows:
Needs to be resolved with a later Pending change.
Needs to be resolved with an earlier Pending change.[image: ]
[image: ]Needs to be resolved with a Manual change on the Release branch.
Needs to be resolved with a change which has not (yet) been Requested for release[image: ].

The arrows point into the direction of the change in the ReleaseManager interface. Red changes will be found in the user changes tab on the left, yellow (Manual) changes will be on the Released changes tab (see below). And green and blue changes will be in the pending list, either below or above the current change. Below is an example of a revision graph of a single file with the location of each type of dependency shown. 
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The set of dependencies for the entire changelist is simply the union of the dependencies of all the file revisions that make up the change.
Released changes:
Finally, the released changes tab shows all changes that were integrated onto the release branch, in the order that they were submitted (oldest at the bottom). It also lists any builds that were made from the release branch, making it very easy to see exactly what went into each build. ‘Manual’ changes that did not originate as a change on main, but were made directly on the release branch are shown in a distinguishing color. Although the vast majority of changes started out as a change on main, manual changes like this were still possible and necessary to properly tweak and polish the final deliverables. We also provided dead simple bug tracking integration; any number in description or comment text that looked like it might be a bug number (that is, anything between 1 and 30000) was changed into a link to the corresponding devtrack page. Obviously, a proper jobs system would be better, but this still worked pretty well. Similarly, any number over 1.000.000 that matched a known change was adorned with a link to the corresponding change details overlay.
[image: ]
Implementation:
The web-app itself was made in Python, using the light-weight CherryPy  framework, p4python for the Perforce backend, JQueryUI to provide a friendly user interface and a simple python shelve as the database. The whole thing is fairly simple at about 1500 lines of python and some 300 lines of Javascript; the initial version was put together in under two weeks. After it was found to work well, a considerable amount of work was still needed to add support for build and dependency information and to make the tool scale to over 30.000 changes and half a year of history. 
The ReleaseManager application consists of a background thread and any number of UI threads that serve the actual pages and respond to user input. The background thread performs three essential steps::
1. Checks if new builds have been done on the release branches. If so, the build number, changelist number and time/date of the build are recorded.
2. Checks to see if new changes have been submitted on any of the release branches. If so it tries to determine the corresponding original change on the main branch (see below for details). The status of newly found changes is set to ‘Released’ or ‘Manual’.
3. The dependencies of any changes found in step2 (and of any changes that were depending on those changes) need to be updated.
Meanwhile, the UI threads will query p4 whenever the user changes tab is selected, making sure that that list is always up to date. That makes it possible to submit, open ReleaseManager and request the change for release immediately. The UI threads also take care of changing the change status (to ‘Pending’, ‘Approved’, ‘Denied’, etc.) and will also update the change dependencies as needed.
An important implementation detail here is that the ReleaseTool (see next section) will use a specific change description for all the integrated changelists it creates. These will typically be something like this:
Integrate //depot/KZ3/...@1235471 to //depot/KZ3-Release/...
Original message:
Change 1235471 by frank@frank64 On Thu 16-Dec-2010 15:26
Possible fix for bug 21968.

It is these change lists comments that allow ReleaseManager to figure out which changes have been integrated onto which release branch. If a change on the release branch does not conform to this template, it must have been a change made outside of the ReleaseTool, and there will be no matching change on the main branch. Such changes are flagged as ‘Manual’. While this may sound rather brittle, we have found it to be absolutely no problem in practice.
ReleaseTool:
So far we have only looked at the web-app that is used to communicate changelist status and other meta-information. While this is certainly the central tool in this approach, we also need something to do the actual integrations. To handle this we created another tool, called ReleaseTool. It too was made in Python, using the wxPython GUI lib, and is used exclusively by the build team. It talks to ReleaseManager to get a list of pending changes for the selected release branch. It shows these changes as a list (oldest change at the bottom, as on the pending changes tab), and for each approved change it offers an “Integrate” button. This button does exactly that; it will integrate the change in question to the release branch, followed by a safe ‘resolve –as’ (or, in the case of unmergeable binary files, resolve –at). If this resolves all files in the change, it is ready to be submitted and a button labeled ‘Submit’ will appear. If it is still necessary to resolve some files, there will only be a ‘Revert’ button, and the build engineer is expected to go into P4V to see what all the fuss is about.
[image: ]
A commandline version of this tool (called AutoReleaseTool) also exists; it will try to batch integrate a number of changes in one go. This was created after we had considerable experience with the interactive tool, and we had gained enough confidence in our changelist selection that we let the AutoReleaseTool do a resolve –a (i.e., accept anything that can be merged without conflicts automatically). It will essentially plough through the list of approved changes and will only stop at the first resolve conflict. This worked surprisingly well and did not nearly cause as much problems as we initially feared.
Conclusion
While the original reasons for letting people continue to work on the main branch were essentially negative (getting them onto the release branch was too hard), we found that accommodating this with the tools described above gave us unprecedented control over our release process. We gained complete control over the order and timing of changes on the release branch. This allowed us, for instance, to test certain more complex features in isolation on the relatively stable release branch, without much interference from other unrelated changes. It also allowed us to sometimes postpone risky changes until just after an intermediate deliverable, thereby maximizing testing time. In the end the amount of control over the entire release cycle we regained in this way is the main reason we have really grown to like this process.
Of course, there are a number of obvious downsides to this approach. First and foremost is the fact that nobody in the entire company has the actual release branch on their machine; it exists solely on our build servers and as a finished build at the QA department. This means users cannot easily see the actual state of the release branch, so that reproduction of bugs is potentially a problem. In practice this did not present a major problem, partly because through the entire procedure we managed to limit divergence between main and release branches, and partly through a very thorough QA effort. For emergencies we did have one or two users that had direct access to the Release branch.
 Also, as the order in which changes are integrated to the release branch is sometimes completely different from the order in which they were originally submitted on main, there is much potential for complex resolve conflicts. We definitely found that if there is any major development still done concurrent with the release, this is much better done on a separate dev branch, otherwise it will start to interfere with normal bug-fixes very quickly.
In essence, the ReleaseManager creates a fiction about the state of the release branch. This fiction is very useful, as long as it doesn’t stray too far from fact. It is up to the build team to make sure that this doesn’t happen; they need to be very careful in resolving the inevitable conflicts, and need to stay on top of all release details to make this work. 
But when it works, it really works. We have never had a release as smooth as this one, and we are pretty sure that ReleaseManager played a big role in that. In essence ReleaseManager gave us:
· Complete and accessible information for all users.
· Reduced confusion, improved communication between developers and build team.
· Awareness of branch and change status boosted, confidence in builds improved.
· Better decisions could be made under pressure.
· Control was regained.
This process makes the build team responsible for integrating all changes to the Release branch; using ReleaseTool they were able to do so efficiently and sensibly. 

image5.png




image6.png




image7.png




image8.png
1231733

(1233208)

1231487

(1231503)

Mon 13-Dec-2010
09:20
by lambert.wolterbeekmuller

Sat 11-Dec-2010
2128
by michiel

16 fles(s),

71 bytes

1 files(s),

-633 bytes

localizer export (various loc fixes FRENCH HEALTH WARNING
subtitles shortened) (INTEGRATE)

Workaround for bug - - Crash - Mobile Factory - Lower floors -
(Crash while firing boltgun at yellow barrel on walkway above grinders
(GER sku/3D)

TThe script was deleting three LnP's at the moment the walkway
(ollapsed. If an entity went into the LnP at the same frame s the LnP.
was removed then a message for “StartAttach” was sent to the script
but the Sender would be the LnP which was no longer valid causing a
crash.

Fixed by not removing the LP's from script which causes the HGH's
o float in mid-air when they're in LnP and you destroy the bridge
but it removes the crash

Released
In build 385

Released
In build 385

1230976

(1231502)

1231319

(1231335)

Fri 10-Dec-2010
17:07
by gary.longerstaey

Fri 10-Dec-2010
2315
by lambert.wolterbeekmuller

2 files(s),

+44 bytes

17 files(s),

750 bytes

[Point change to @ PX117/- Knack-on problem in leaderboards
[Reviewed by Oscar]

localizer export (INTEGRATE)

Released
In build 385

Released
In build 303

1231239

(1231305)

Fri 10-Dec-2010
19551
by jeroen krebbers

1 files(s),

+10 bytes

Fix for the tools build,

Released
In build 303

1231231

(1231304)

Fri 10-Dec-2010
19:43
by jeroen krebbers

4files(s),

+527 bytes

Fix for glitchy movie playback which occurs when the BD is taken
‘away from us briefly. Fix by simultaneously reading from the prefetch
buffer (fast' startup for movie playback) and from the 8D (keep
alivestay with us). Also increased the playerprofile save delay from 4.
to 6 secs to avoid congestion on the HD. (Reviewed by Michal and

landreas

Released
In build 303





image9.png
9 Release Tool

e ———
Release |peno
[ refesh )
Date /Tme [User  Fles /Size Descrpton Comment Dependencies Status / Acton
Mon O6Dec-2010 | 1fie(e), P fordestructbity relcain: the enabled pers aray was mixing Pendng
1001 destructile part ndex and model partndex. The net effect was that
+94bytes  the last destructibility part enabledness was not replicated (which
by Willem = could crash when constraints were involved). [Reviewed by Kasper]
Sho
1223105 Thu02Dec2010  3file@),  Ive added a check for string buffers being streamed out whk they © 1226219 Approved (Med)
16:31 are st referenced. Ldo ths by simply storing al streamed string P [frank 16-05, 02:05]
4371k buffersin an anay, and checking this array when a bin s sreamed
by Wilem out. T can be enabled by define, and Tve turned ton for the
moment. [Reviewed by Jorrit and Tommy]
1199696 F1Sv-2010  9fle@),  MPI2update forDLC Approved (Lon)
13:48 [frank 16-05, 12:02]
13579k R
by stuart [ integrate ]
1186858 ThUIlNov2010  1fie@,  Fixfor buos 16969 and 17705: use autodeath for player so t works Integrated
1108 when he doesn't go to mortally wounded (1. coop die by fire or [frank 16-05, 12:13]
(139 +4bytes  faling damage) (reviewed by Davic) fenciess 28
by salvador [ sbmt |

[ shon |

[ reet )





image1.png
D ReleaseMan:

€ D http://127.00.1:81/

N GUERRILLA

Demo
ing Changes  Released Changes

T

Release Demo

Mon 13-Dec-2010 | 7 files(s),

Not Released Not Released

silent footsteps ability is now a career unlock instead
by Willem +933 bytes Ve

Fix for bug 21877: crash in brutal melee. Overriding a
lbrutal melee that's already in progress (ie. receiving Released

ftwo MsgBrutalMelees after each other) could lead to In build 385
[the victim pointer being reset. Reviewed by Tommy]

Mon 13-Dec-2010 | 1 files(s),
1231028 Released

+151 bytes

lProper fix for 21618: player 2 was allowed to interrupt

Wed 08-Dec-2010 | 1files(s), [player 1's close combat if player 2 already performed R Not Released

1228632 16:08 lan unfinished environmental combo on the same In build 303 m
by Willem +28 bytes  |victim because the mBrutalMeleeVictim pointer was

Inever reset. [Reviewed by Tommy]

Fix for destructibility replication: the enabled parts

Mon 06-Dec-2010 | 1 flestg, | a5 miing destructible part index and model sencing Re——

PP o0t lpart index. The net effect was that the last
D +as bytes |destiuctibiity part enabledness was not replicated
g ((which could crash when constraints were involved),
[Reviewed by Kasper]

Fix for bug 21193: Tuned off replication for the

lcrashing prop and renamed it. It was sometimes

Fri03-Dec-2010 | 3files(s), |mistaken for the mission objective because it had the - Not Released
lsame name. That's why replication was tured on. ok m

11 bytes |Obviously constraint replication should be fixed too

bbut that s of later concern. [Level changes by Steven

|de vries reviewed by Stefan]

1224035

[Fve added a check for string buffers being streamed

Th02-Dec-2010 | 3 flestg, |24t ¥hile they are sl referenced. 1 do this by simply - Not Relessed

osi0s ont storing allstreamed string buffers in an array and
oy Wittem a1k |checking tis artay when 3 bin s streamed out. I can
v lbe enzbled by a define and I've tumed it on for the

Imoment. [Reviewed by Jorrit and Tommy]

s e 3‘1’:‘:;'2010 #files(S). |ei or seript bug: Added nil checks to capture trooper Released Not Released
! e 320 bytes P STPL. Reviewed by Kasper and Jorri In build 386 m





image2.png
@ http://127.0.0.1:81/

Change Data

Change 1213473 by Willem, submitted on Sat 27-Nov-2010 18:20

Change comment:
Fig for bug 20574: The EffectComponentResource of the effect the capture trooper places on the player was streamed out. As a workaround I removed the component and

replaced it with a fire-and-forget sound, which the SoundSystem should be able to handle if it streamed out. But the real issue of course is that components don't support
streaming. Hopefully there's no other content where components are placed on entities other than the ‘resource-owner’ but that's something to investigate. [Reviewed by

Alex]
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